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Abstract. We study high-order numerical methods for solving Hamilton-Jacobi equations.
Firstly, by introducing new clear concise nonlinear weights and improving their convex
combination, we develop WENO schemes of Zhu and Qiu (2017). Secondly, we give an
algorithm of constructing a convergent adaptive WENO scheme by applying the simple
adaptive step on the proposed WENO scheme, which is based on the introduction of a
new singularity indicator. Through detailed numerical experiments on extensive problems
including nonconvex ones, the convergence and effectiveness of the adaptive WENO scheme
are demonstrated.
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1. INTRODUCTION

In this paper, we study numerical methods of solving the Hamilton-Jacobi (H-J)
equation

(1 1) { o+ H(:L’,t, %VSD) =0, ({E,t) € R?x (OvT]a

o(2,0) = po(r), x € R4

The first-order monotone scheme by Crandal and Lions [6] is an important class
of numerical methods for H-J equations. The monotone scheme converges to the
viscosity solution but has at most first-order accuracy. Therefore, the convergence
rate is relatively low and the acute parts which express the main feature of the
solution become heavily smeared.

In the last two decades, more accurate numerical methods for Hamilton-Jacobi
equations have been extensively studied. Weighted essentially nonoscillatory schemes
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(WENO for short) are most widely used high-order numerical methods applied to
convection dominated problems as well as H-J equations [10], [11], [16], [18], [21].
By using adaptive stencils and a weighted convex combination in the reconstruction
process of the derivative, WENO schemes achieve high-order accuracy in smooth
regions and give not only essentially nonoscillatory but also sharp approximations
near singularities. The fifth-order finite difference WENO scheme for H-J equations
initially proposed in [10] was generalized to unstructured meshes [23] and developed
to several variants [8], [21], [22], [2]. We also refer to central WENO schemes [4], [15],
which consist of applications of the discrete projection and the exact evolution, and
Hermite WENO schemes [20], [24], which use not only the function but also its first
derivative in the WENO reconstruction and therefore possess the compactness. In [9],
the author developed a WENO scheme by introducing a new family of smoothness
indicators. In the above-mentioned classical WENO schemes, the fifth-order WENO
reconstruction of the derivative is performed by the convex combination of three
third-order approximations.

Recently, Zhu and Qiu [25], [26] proposed a WENO scheme which uses the con-
vex combination of a fifth-order approximation and two second-order ones in the
WENO reconstruction of the first derivative. This new WENO scheme, which uses
the same number of spatial nodes and could get less absolute truncation errors, sus-
tains superior numerical properties of traditional WENO schemes, such as high-order
accuracy, nonoscillatory work behavior and so on. We notice here that the meaning
of linear weights in the WENO scheme of Zhu and Qiu [26] is different from the
ones in classical WENO schemes which are uniquely defined to achieve the fifth-
order approximation of derivative through linearly combining with the third-order
approximations. In fact, the linear weights in [26] may be taken as any positive and
merely act as a sort of parameters which affect WENO reconstruction of derivative.
Therefore, we regard that there is no necessity to think about the artificial linear
weights as in [26]. Moreover, the meaning of nonlinear weights defined in [26] is not
very clear and as a result, the nonlinear combination in the WENO reconstruction
also becomes complicated. From such standpoint, we try to find new clear concise
variants of the nonlinear weights and improve the tedious convex combination in [26],
which is the subject of Section 2.

On the other hand, despite of remarkable properties of the high-order numerical
methods, theoretical results on their convergence are rarely known for H-J equa-
tions [5], [21]. As one knows, pure WENO schemes are difficult to expect the
convergence for special cases of nonconvex problems. In general, the behavior of
viscosity solution of a local Riemann problem near a singular point depends highly
on convexness-concaveness of the Hamiltonian, and according to the problem, new
singularities in the solution may develop in different aspects as time elapses. High-
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order schemes, which are based on more compressive reconstruction of derivative as
compared to the first-order schemes, occasionally fail to capture such appearances of
new singularities.

The study of convergent high-order numerical methods has been mainly performed
in the direction of combinig a high-order scheme with a lower (first) order one [1],
[14]. Adaptive algorithms in [13], [12], [19] and filtered schemes in [3], [17] are all
based on the former-mentioned methodology. The common merits peculiar to all
such schemes are that they all converge and still inherit numerical properties from
high-order schemes, such as high-order accuracy and good singularity resolution.
Therefore, one must properly modify the WENO scheme to achieve the high-order
accurate numerical approximation and assure the convergence at the same time, and
we propose a simple adaptive algorithm for that in Section 3.

This paper is organized as follows. In Section 2, we newly define a sort of clear con-
cise nonlinear weights during the WENO reconstruction in such way as [26] and then
propose an improved WENO scheme. Section 3 proposes an algorithm of construct-
ing a convergent adaptive WENO scheme by adapting the proposed WENO scheme
through a newly introduced singularity indicator. Detailed numerical experiments
are performed to show the ability of proposed schemes in Section 4. Concluding

remarks are given in Section 5.

2. AN IMPROVED WENO SCHEME

In this section, we develop the WENO scheme of Zhu and Qiu [26] by introducing
new nonlinear weights and improving convex combination for WENO reconstruction.

2.1. WENO scheme for the one-dimensional case. Consider the one-
dimensional model problem of Hamilton-Jacobi equation

(2.1)

{%JrH(sox) —0, (z,t)eRx(0,T),
(p(l‘,O) = SOO(fE), r € R.

We divide the real line R into uniform mesh with equal spacing A > 0 and denote the
mesh points by x; = ih, i € Z. We also put ¢; = ¢(z;,t), D¥¢; = £(ix1 — @i)/h.
The semi-discrete scheme for the equation (2.1) is defined by
dei(t) = .
(22) # = _H(¢x7i7 90;;1'), (S Zv
where H is a Lipschitz continuous monotone flux consistent with H and @ii are
approximations of the first derivative from the left and right sides of the point x;.
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There may be different schemes according to the method of determining goii at x;,
and we follow the procedure in [26] for WENO reconstruction here. The procedure
of WENO reconstruction is as follows.

Step 1: Approximations of the derivative by interpolation polynomials. We denote
by p; (z), I =1,2,3, the derivatives of a fifth degree polynomial and two quadratic
polynomials defined on left-biased point stencils {z;_3,...,Zit2}, {Ti—2,xi—1, i}
and {z;_1,x;, 11}, respectively. Then <p;”il = p; (x;), | = 1,2,3, the fifth and
second-order approximations of ¢ (x;) are explicitly defined as (see [26])

_ 1 13 47 9 1
2. 1 — D%t i3 — =Dt i —D*t i— —D* i —D* i
(23) o = 5D wics = gD iz + g5 DT wim1 + 55 D0 — o5 DT i,
_ 1 3
(2.4) %c,f = _§D+90i72 + §D+<Pze1a
_ 1 1
(2.5) %,’ig = §D+%‘71 + §D+Sﬁi.

We also denote by pl*(a:), l = 1,2,3, the derivatives of three approximation poly-
nomials defined on right-biased point stencils {x;_2,..., %13}, {®i—1, i, xi41} and
{zi, Tit1, Tit2}, respectively, and obtain goi’il, l =1,2,3, the values of pl"’(x), l=
1,2, 3, at the point z;.

Step 2: Computation of smoothness indicators ,Bli, l =1,2,3. The smoothness
indicators 3, , [ = 1,2, 3, are the quantitative estimators which measure how smooth
the functions p; (), | = 1,2, 3, are in interval [z;_1,2;]. We use the same definition
of smoothness indicators as in [11] here.

Tl
dFpr\2
(2.6) / h%l L) dz, 1=1,2,3,
Z . (Tr)

where 11 =4 and ro = r3 = 1.

The smoothness indicators 67, [l = 1,2,3, which measure how smooth the func-
tions are in the interval [x;, x;11], are defined similarly.

Expanding in Taylor series, the following expressions are obtained.

(2.7) B =h2(g))? = WP - ol + O(nY),
(2.8) By =h2 () - 2hm & romh,
(29) By = W)+ %@2’ @+ o)
(2.10) B = h2(@))? + 13} - o + O(n?),
(2.11) By = () + %@2’ o1+ 0(),
(2.12) B = h2(!)? + 203! - o\P + O(hY).



Step 3: Definition of new nonlinear weights. We first introduce the quantity
(2.13) T = max{|65 — By %187 — By [P},

Nonlinear weights wli, 1 =1,2,3, used in combining gai’l l=1,2,3, are defined by

x,1

—+
(2.14) Wi = e, 1=1,2,3,
Zj:le
where
+ + +
_ T _ VoT 4 v3T
2.15 wi:V(l—f— ), wi:—, Wy = ———
(2.15) T e ey

and the three parameters vy, | = 1,2,3, are positive numbers which are properly
selected (their sum is not necessarily equal to 1). Here ¢ is used to avoid the denom-
inator from becoming zero and taken as € ~ 107 in computational practice.

Step 4: WENO reconstructions of ¢, (x;). The WENO reconstructions goffz are
defined by

+ + 41, 4+ 42, + 43
(2.16) Pri = W1 Pry TWapLs Tw3oL

Now, we proceed with some discussions on WENO reconstructions. Consider-
ing (2.7) to (2.12) and (2.13), it is immediate to verify in smooth regions of the
numerical solution

e

2.17 =0(Y, 1=1,2,3,
(2.17) — 7 oY

on the condition that e < Bli, 1 =1,2,3. Therefore, we get in = O(h%), w3i = O(h?)
in smooth regions of the solution, and after all,

Pri = Wi (9o(2i) + O(h%)) + wy (o (i) + O(h?)) + wi (o (i) + O(h?))

s

= (Wi +wy +wi)ea(2:) + O(h®) = pa(xi) + O(hY),

providing the formal fifth-order accuracy of the WENO reconstruction.

On the other hand, we assume that the solution is rough on the big spatial stencil
(thus, discontinuity in the solution derivative appears near the target point). As
a result, if 8, < By and By < By (B < B and B < B7), we get from (2.13)

By <%, By <75 and T/fF =O0(1),
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Therefore, the following estimations hold from the definition of nonlinear weights:
wy >w; and w; >w; (wy > w and wi > wi).

Then two second-order approximations are used in the WENO reconstruction, which
are evaluated from two smaller three-point stencils, where the solution is smooth.
Especially, if 5, < 7 and 8y < B5 (B3 < 1 and 5 < B5 ), we get

By <717, 7 /B =0(1) and 77 /B3 =0(1)
(B3 <77, 77 /By =0(1) and 77 /35 = O(1)).

Therefore, wy > w; and wy > w; (wy; > w; and w; > w, ), and then the
second-order approximations ga;’f(go;’f) are used in WENO reconstruction, which
is evaluated from the stencils {z;_2,z;—1,2;} ({xi—1,2s, xiy1}), where the solution
is locally smooth. Similar facts also hold in case that 85 < B and B < 37
(B < B and B < 35 ).

After all, the WENO reconstructions (2.16) possess both necessary numerical prop-
erties, thus the high (fifth) order accuracy in smooth regions of the solution and
numerical stability (nonoscillating property) near singular points.

Remark 2.1. In comparison with (2.16), WENO approximation in [26] could
be rewritten as

+
-
vi,vo,v3 >0, v +1vo+v3=1, wlﬂ::w<1+ﬁ)’ 1=1,2,3,
1 r* Vs r* £ 49
2.18 i:_<1+_) +1 _( _ ) ;
e T A ey e
+ +
V3( 7 T )i.3 T S
o_.)i 5+6§E E—f—,@it Soz,z 1 2 3

In contrast to (2.18), we have defined new nonlinear weights and improved convex
combination in the WENO reconstruction, which are not only simpler but also have
clearer meaning than the previous ones. Here, we emphasize that v, [ = 1,2, 3,
are not the linear weights in meaning, but parameters which are properly selected
according to the problems (their sum is not necessarily equal to 1).

The semi-discrete scheme (2.2) is rewritten as the ODE

(2.19) dwd;;ﬂ =Li(y), i€,

where L; is a Lipschitz continuous numerical flux defined by the right-hand
side in (2.2).
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Let At > 0 be a time step and At = T/N for some N > 1. A uniform mesh in
time is defined by ¢, := nAt, n € {0,...,N}. Then we use the third-order TVD
Runge-Kutta discretization method [7],

o = or 4 AtLi(p™),

3 .1 1
2= Zer+ 7ol + AtLi(e),

1 2 2
ntl 2o 202 L ZALT (p2)
©; 3P0 e T 3ALi(Y),

to obtain the fully discrete WENO scheme.

2.2. Two-dimensional case. WENO schemes for two-dimensional problems are
directly obtained from the one-dimensional method.
We take the two-dimensional H-J equation

+ H(pz, =0, (x,y,t)€R?x(0,T],
(2.21) {sot (0, 0y) (2,9,t) (0,77

so(xayvo) = SOO(xay)v (xay) € RQ'

For simplicity, we divide the space R? into uniform mesh and denote by ©i,; the
approximation of solution ¢ at the mesh point (z;,y;). The semi-discrete scheme for
the equation (2.21) is

dei,; () meo 4y
(2.22) —ar = H(Paij Paig Pyige i)
where H is a Lipschitz continuous monotone flux consistent with H and go;tz > @ii_ j
are WENO approximations of partial derivatives at the point (x;,y;), respectively.
Then by using a dimension-by-dimension method, @ii’ ; and gayil ; are directly ob-
tained from the one-dimensional case with fixed subscripts j or i, respectively.

3. ADAPTIVE WENO SCHEME

In general, the convergence of WENO schemes for H-J equations could not be
expected, including nonconvex problems with Lipschitz continuous initial condi-
tions [13]. Here, we give an adaptive algorithm of constructing a convergent high-
order scheme by modifying the WENO scheme proposed in Section 2.

The point at the issue of constructing a convergent adaptive scheme of WENO type
is how to determine approximations of the derivative gaii at every mesh point z;. Be-
low, we denote by ¢, A(gpi‘ ) the WENO approximation of the left (right) derivative
at the point z; and By Cim (goer) the first-order approximation, respectively.
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First of all, it is natural to use as high-order approximations of the derivative as
possible from the demand on high-order accuracy of the adaptive scheme. If the
solution is smooth near the point z;, the WENO approximation of the derivative is
high-order accurate. Especially, if the solution is smooth in the local region including
the left-biased three-point stencil {z;_o2,z;_1,2;} or {z;—1,z;,x;41}, the WENO
approximation ¢, , has still high-order (at least second order) accuracy (when the
large six-point stencil may be inoperative). Similarly, if the solution is smooth on
the right-biased three-point stencil {x;_1,2;, @11} or {zi, €11, 212}, the WENO
approximation gozr 4 has also high-order (at least second order) accuracy. Therefore,
we could approximate the derivative ¢, (x;) by using the WENO approximations
@f 4, in these cases. In other cases, we use the first-order approximations instead of
WENO approximations from the demand on the convergence of the adaptive scheme
to be constructed.

In order to reflect these demands into the adaptive scheme, we firstly introduce
a singularity indicator, which measures the local singularity of the numerical solution
at the left (right) neighborhood of the point z;,

(3.1) By =min{By, B3} (85 =min{B;, B3 }),

where ﬁ;t and Bgt are the smoothness indicators defined in Section 2, respectively.
We could know from relation (3.1) that if the solution is smooth in the interval
(wi—1,2:)((ws, Ti11)), the left (right) neighborhood of the point x;, then 8y (Bf) =
O(h?) and in other cases (when the singularity appears), 3, (34) = O(1).
Then we take the proper positive number (threshold) d(~ O(h)) and, based on
the estimation on the singularity indicator ﬁoi , define the adaptive approximations
of the derivative at the point z; by

N _{SD;EA if B <0,
909571'*

3.2
(3:2) gan otherwise.

The algorithm for convergent adaptive scheme of the WENO type follows.

Algorithm 1 (Adaptive WENO scheme: one-dimensional case).

(i) Perform the WENO reconstructions gaf 4 of derivative at the point z;.
(ii) Compute the singularity indicator 35 according to (3.1).
(iii) Determine adaptive approximations of the derivative. After taking a thresh-
old 4, define the adaptive approximations of the derivative at x; according
to (3.2).
(iv) Using the third-order TVD Runge-Kutta time discretization method, construct
the full discrete adaptive WENO scheme.
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Algorithm 1 is directly extended to the two-dimensional case. The singularity
indicators at the point (x;,y;) are defined by

(3.3) 5;[,0 = min{ﬁiw 5;3}7 /8;0 = min{ﬁiQ, 5;3}7

where 6;2 and ,Bi3 are the smoothness indicators defined from the one-dimensional
case with a fixed subscript j ( ;2 and 6;3 are similarly defined with a fixed sub-
script 4). Then using a properly selected positive number (threshold) é(~ O(h)), we
define adaptive approximations of the partial derivative ¢, at the point (z;,y;) by

+A oot
+ Paij  HBro <9
(3.4) Pryij = +.M .
2, Otherwise,
+A £ M N . :
where " (¢, ;) are the WENO (first order) approximations of the partial deriva-

tive ¢, at the point (z;,y;). The adaptive approximations of ¢, are determined
similarly.

Algorithm 2 (Adaptive WENO scheme: two-dimensional case).

(i) Perform the WENO reconstructions of partial derivatives.

(ii) Compute the singularity indicators according to (3.3).

(iii) Determine adaptive approximations of the partial derivatives. Using a properly
selected threshold ¢, define the adaptive approximations of the partial deriva-
tives at the point (x;,y;) according to (3.4).

(iv) Use the third-order TVD Runge-Kutta method for time discretization.

Now, let us consider the difference in the numerical properties between the first-
order approximations and the WENO ones from the standpoint of convergence. We
denote by ¢" the numerical solution at the nth time step and assume that the broken
line connecting the points (z;, %), j = 0, %, ..., is convex (or concave) in the vicinity
of the point x;. Then we get the following estimates with regard to approximations
of the derivative,

n,+ n,+ __ o n,— n,— n,+ n,+ __  n,— mn,—
(3.5) ©ia S P = Litim S Pit1,a (%‘,A Z Q= Pit1Mm 2 %‘+1,A)-

As we can see, the equality gozl]\; = goﬁr;  holds for the first-order approximations
but, in general, the inequality @Z’: <@t (QOZL: > ;11 4) holds for the WENO
approximations. Such difference between two approximations of the derivative di-
rectly induces the difference in convergence between the two schemes.
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Now, we take a model problem with the Hamiltonian and the initial function
defined by

L, v =, z, x<0, 1
H(v) = wo(x) = O<r<-—.
L +cos(mv/(2r)), —-r<wv<rm, -z, x>0, 2

For the uniform mesh where the cell [x;,z;11] is centered at the origin, the WENO
approximations of the derivative of ¢ satisfy the inequalities

0,— 0,4 0,— o+ 1 .
Yja Z$ia Z Pila Z P4 Z 5 (J <),
0,+ <

1
0+ 0,— 0,— o
Pila SPia SPi1aS Pt S 5 (J>i+1).

Using the Godunov flux, we get

H(pja 050) = max H)=1 Yj.
[0 205 4]

The repeated course according to the time stage shows that the numerical solution
converges to the function pg(x) —t. On the other hand, the viscosity solution of the
problem has two singular points. (New singularity develops from the origin as the
time elapses.) Thus, the WENO scheme fails to converge. As we could know from
WENO reconstructions, the WENO scheme cannot take account of the advent of
a new singularity caused by the convexity change of the Hamiltonian in this local
Riemann problem as the time elapses.

The situation is different from the above for the case of the first-order monotone
scheme. In fact, the first-order approximations of the derivative of ¢ are given by

0,+ 0,— . 0,+ 0,— 0,+ 0,+ C
PiM = Pim = 1(j <4), Pim = Pit1,M = 0, Pit1i,M = PiMm = -1 (>i+1).
Then we get

H(o) s 0007) = max H(v) =2, H(03 a0 ) = max H(v) =2,

ﬁ(@?;;ﬁ @?;JE) =1, j#u

Therefore, differently from the WENO scheme, the first-order monotone scheme
is able to capture the new singularity originating from the initial function as the
time elapses.

We notice here that the equality gozl]\; = goﬁr; o for the first-order approximation is
turned to the equality @2;" = @i+, for the adaptive WENO scheme by Algorithm 1
(when it is estimated that the solution is rough in (z;,z;4+1)), which may offer the
adaptive WENO scheme a possibility of the convergence.
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The following convergence result holds for the adaptive WENO scheme.

Theorem 3.1. For the viscosity solution ¢ of (2.1) and the solution ©™ of the
adaptive WENO scheme by Algorithm 1, the inequality

(3.6) |<p?—ga(a:i,tn)|<0\/ﬁ, i€eZ, n=1,...,N,

holds, where the constant C' depends on ¢y, H, T' and .

Proof. For simplicity, we restrict to the case in which the first-order Euler
approximation is used for the time derivative. The first-order monotone scheme and
the adaptive WENO scheme are rewritten as

(3.7) ot =M™y, WY = o), i€Z, n=0,...,N —1,
(3.8) ga?“ =S4, @) =wo(x;), i€Z, n=0,...,N—1.

As we know ([6]), the monotone scheme (3.7) converges and then the inequality
(3.9) max v — (x5, tn)] <CVh, n=1,...,N,

holds, where the constant C' depends on ¢y, H, T and .

Therefore, we may prove the convergence of the adaptive scheme by estimating
the difference between both the solutions of the schemes (3.7) and (3.8). From the
monotonicity of the scheme (3.7), we get

(3.10) Pt — Pt = 54 — SM (™),
= 4" = SM(¢™)i + SM (™) = SM (V")
<SAP™)i = SM ()i + SM (" = 0" [loo +0™)i = S (0");
<54 = SME™)i + 10" = v loo

Similarly, we get

(3.11) PPt — ot 2 54 (™) = SM (™) = 19" = 1" loo-

On the other hand, from the adaptive WENO approximations (3.2), it holds that
(3.12) o — @l <Ch, i€Z, n=0,1,...,N,

where the constant C' is estimated by L.,-norm of the second order derivative
of the solution. In fact, if the numerical solution is smooth in the interval
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(xi—1, ;) (x4, 2441)), then go?j(ap?j) has still high (at least second) order ac-
curacy (the large six-point stencil may be inoperative in WENO reconstruction).

In this case, 85 (B) = O(h?) < § (= O(h)) and thus @2? = (@Zj) from (3.2).

Therefore, the inequality (3.12) holds true. In other case, we have gogli = (apgﬁ)

and (3.12) is also true.

From (3.12) and Lipschitz continuity of the numerical Hamiltonian, we get
(3.13)  [SA(¢™)i — SM(")il = [H (el omi) — H(ol g o) | At < CAth,
Therefore, we obtain from (3.10), (3.11), and (3.13)

i

(3.14) max [ — 0T <l — 0" loo + max |SA (") — SM (")l

< ™ = "o + CAtA.

By recursion, for n < N,
(3.15) max | —vj'| < CAtnh < Ch.

In the above, we used the same constant C' without loss of generality. From (3.9)
and (3.15), the desired result follows. O

4. NUMERICAL TESTS

In this section, we illustrate the performance of the proposed schemes in one and
two dimensional cases. Below, we denote the WENO scheme in [26] by WENO-ZQ),
the WENO scheme proposed in Section 2 by WENO-K and the adaptive WENO
scheme by AWENO-K, respectively. The parameters selected are v; = 0.998, v =
vs = 0.001 in WENO-ZQ and v; may be differently selected in WENO-K according
to the problem. The Lax-Friedrichs flux is used in all cases.

Example 4.1. We solve the linear equation

(4.1)

i+, =0, —-1<z<I1,
o(x,0) = sin®(nz)

with a periodic boundary condition. Table 1 shows the numerical results by WENO-
ZQ and WENO-K at ¢t = 2 (CFL = 0.02).

672



N L' error Order L™ error Order L' error Order L* error Order
WENO-ZQ WENO-K (v = 0.998)

40 0.0297 0.1072 0.0260 0.0944

80 0.0017 4.13 0.0086 3.64 0.0012 4.44 0.0039 4.60

160 3.65e—5 554 1.78e —4 5.59 2.6le—5 553 8.63e—5 5.50

320 7.99¢e—7 551 264e—6 6.07 8.08e—7 5.01 263e—6 5.03

640 2.53e—8 4.98 829%—-8 499 253e—8 499 829% -8 4.99

WENO-K (11 =4) WENO-K (v = 10)

40 0.0204 0.0719 0.0190 0.0630

80 9.13e—4 448 0.0029 4.63 84be—4 4.49 0.0025 4.66

160 2.58¢—5 5.15 83le—5 5.12 258e—5 5.03 830e—5 4.91

320 8.09e—7 499 263e—6 498 8.09e—7 499 263e—6 4.98

640 2.53e—8 5.00 829%e—8 499 253¢e—8 5.00 829%—-8 4.99

Table 1. L' and L™ errors for Example 4.1, t = 2.

Here N denotes the number of grid points of the domain. The errors between the
numerical solution and the exact one are estimated by discrete L' and L°°-norms
defined as

N
1
4.2 " to)lh = —— i = p(xi,tn)l,
(42) i = el )l = g DIt = el )

™ = (@ tn)lloe = max o7’ — (i, tn)]-

As we can see, the numerical results by the two schemes are comparable with
each other and especially, the results by WENO-K are not highly dependent on the
selection of parameters according to the gradual refinement of grid.

Example 4.2. We solve the following linear equation

(4.3) { ot e =0,
¢(x,0) = po(z — 0.5),

where g is a periodic function defined as

(4.4) 3nx? 1
2008( )_\/57 _1<m<—§7
3—|—SCOS(2 .’L') 1<.’L’<0
2 ), —5 S ’

V3 9 2x 2 i

wole) = =(F+5+7) @D+ g :
?—3cos(2rcx), 0<$<§7
28 +4 .
8 + Tc—;COS(?)TEIE) 4 6ra(z — 1), 3 <z <l1.
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As one knows, the solution of (4.3) is given as ¢(x,t) = po(z —t —0.5). Fig. 1 shows
the performance of WENO-ZQ with v1 = 0.998, 5 = v3 = 0.001 and 11 = v = v3 =

$at t=2,10 (N = 100, CFL = 0.1).

705 T T T T T T T T T 705 T T T T T T T T T
-1.0 -1.0
-15 -15
—2.0 —2.0
—2.5 $a, —25
—3.0 —3.0
-35 —-35
—4.0 —4.0
—45 —45
—5.0 —5.0
-5.5 -5.5
—0.8 —04 0 04 08 -0.8 —04 0 04 08

Figure 1. Comparison of WENO-ZQ with different parameters. Left: ¢ = 2, right: ¢ = 10,
open circle: v1 = % and plus sign: v; = 0.998.

We observe that the performance of WENO-ZQ for (4.3) is severely affected by
the selection of parameters.

N L' error Order L™ error Order L' error Order L* error Order
WENO-ZQ WENO-K (v = 0.998)

40 0.1039 0.8978 0.0987 0.8903

80 0.0299 1.79 0.5277 0.77 0.0291 1.76 0.5185 0.78

160  0.0090 1.73 0.3093 0.77 0.0087 1.74 0.3071 0.76

320  0.0028 1.68 0.1693 0.87 0.0028 1.64 0.1672 0.88

640 9.39e—4  1.57 0.0959 0.82 9.40e—4 1.57 0.0935 0.84

WENO-K (v =4) WENO-K (v, = 10)

40 0.0895 0.7374 0.0855 0.6743

80 0.0246 1.86 0.4159 0.83 0.0241 1.83 0.3886 0.80

160  0.0073 1.75 0.2418 0.78 0.0071 1.76 0.2269 0.78

320  0.0026 1.49 0.1467 0.72 0.0022 1.69 0.1261 0.85

640 8.7le—4 1.58 0.0863 0.77 6.77e—4 1.70 0.0734 0.78

Table 2. Comparison of WENO-ZQ and WENO-K, ¢t = 2.

Table 2 shows the numerical results by WENO-ZQ and WENO-K with different
values of vy at ¢ = 2. The numerical results by WENO-K with 14, = 0.998 are
comparable with WENO-ZQ. On the other hand, as was expected, the results by
WENO-K show the evident differences according to the selection of 1.
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When the problem has a rough solution with great absolute first and second deriva-
tives like (4.3), it holds in computational practice that wy (wi) ~ O(1) (as a matter
of fact, it depends on the spacing size h). Then the influence of the fifth-order ap-

proximation in WENO reconstruction is relatively strengthened as the parameter 14

is increased, and the numerical results by WENO-K are remarkably improved.

~1.0 -1.0
~15 -1.5
20 -2.0
—2.5 o, —2.5
-3.0 -3.0
—3.5 —3.5
—4.0 —4.0
—4.5 —4.5
-5.0 -5.0
—5.5 —5.5

—-0.8

—-0.4

0

0.4

0.8

—-0.8

—-0.4

0 0.4

0.8

Figure 2. Comparison of WENO-ZQ and WENO-K. Left: ¢ = 10, right: ¢ = 100, open
circle: WENO-ZQ and plus symbol: WENO-K.

Fig. 2 shows numerical results by two schemes with the same parameters (11 =
0.998,v9 = v3 = 0.001) at ¢ = 10,100. The results by the two schemes nearly
coincide with each other at ¢ = 10 and the performance of WENO-K is a little
superior to WENO-ZQ at ¢t = 100. Fig. 3 shows the numerical results by WENO-ZQ
and WENO-K (11 = 1,2,4,10, vo = v3 = 0.001) at ¢ = 100, t = 500. Here, we
refer to WENO-K1, WENO-K2, WENO-K3, and WENO-K4 as v; = 1,2,4 and 10,
respectively.

The above-mentioned results show the efficiency of WENO-K based on new clear

concise nonlinear weights and their convex combination.

_05 T T T T T T T _05 T T T T T T T
—-1.0 — solution 4 —1.0 - — solution N
15k o WENO-ZQ 1 5L o WENO-ZQ

+ WENO-K1 + WENO-K1
-2.0 * WENO-K2 -2.0 * WENO-K2
~-25 X WENO-K3 ~-25 X WENO-K3

« WENO-K4 « WENO-K4
-3.0 -3.0
—-3.5 + 4 =35 F E
—4.0 + 4 —4.0 g
—4.5 -4 —4.5 B
—-5.0 | —4 —=5.0 |- B
—5.5 1 -55 I

-0.8 -04 0 0.4 0.8 -0.8 -04 0 0.4 0.8
Figure 3. Comparison of WENO-ZQ and WENO-K (v; = 1,2,4,10). Upper: ¢t = 100,
lower: t = 500.
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Example 4.3. Consider the problem

— cos +1)=0, —-1<z<l1,
(15) {‘Pt (ox +1)

o(z,0) = — cos(nx)

with the periodic boundary condition.

N  L'error Order L* error Order L!error Order L* error Order
WENO-ZQ WENO-K (11 =1)

10 0.0018 0.0035 0.0018 0.0035

20 2.19¢e—4 3.04 685¢—4 235 219e—4 3.04 6.85¢e—4 2.35

40 1.24e—5 414 1.19e—4 253 124e—5 414 1.19e—4 2.53

80 6.56e—7 4.24 1.16e—5 3.56 6.56e—7 4.24 1.16e—5 3.56
WENO-K (v =4) WENO-K (v; = 10)

10 0.0018 0.0035 0.0018 0.0035

20 2.05¢e—4 3.13 6.84e—4 236 2.02¢—4 3.16 6.83e—4 2.36

40 1.24e—5 4.05 1.19e—4 252 1.24e—5 4.03 1.19¢e—4  2.52

80 6.56e—7 4.24 1.16e—5 3.56 6.56e—7 4.24 1.16e—5 3.56

Table 3. Comparison of WENO-ZQ and WENO-K, t = 0.5/112.

The solution is still smooth at ¢ = 0.5/7® and has singularities at ¢t = 1.5/7%.
Table 3 gives L' and L™ errors for WENO-ZQ and WENO-K at ¢t = 0.5/7% (CFL =
0.02). In case that the solution is comparatively gentle as in this example, the
numerical results by two schemes almost coincide with each other and moreover, do
not depend highly on the selection of parameters. The further numerical results by
two schemes with the same parameters at ¢t = 1.5/72 also agree with each other.

S5 1 lS5—T——T—T——T 1T
1.0 % 1.0 &%,
0.5 0.5
0.0 0.0
0.5 0.5
-1.0 -1.0 i &
—0.8 —0.4 0 04 08 —0.8 —04 0 04 08

Figure 4. Solid line: reference, square symbol: WENO-K, plus symbol: AWENO-K. Left:
N =40, § =1, right: N =80, 6 =0.5.

676



Fig. 4 shows the performances of WENO-K and AWENO-K at t = 1.5/7% (v; = 1,
vy = v3 = 0.001). Here, we used the numerical solution by WENO-JP [10] on
the mesh with N = 3200 as a reference solution. As we can see through Fig. 4,
both the schemes approximate the solution exactly. Especially, the adaptive step by
Algorithm 1 with properly selected threshold § does not affect the accuracy of the
final AWENO-K.

Table 4 shows the values of the singularity indicator 34 of the numerical solution
of the adaptive WENO scheme with different thresholds at ¢t = 1.5/7% (N = 80).
As we can observe from Table 4, the values of the singularity indicator have obvious
differences in the neighborhood of singular point.

Points

0 —0.950 —0.925 —0.900 —0.875 0.175 0.200 0.225 0.250 Else points
0.1 0.109 0.288 1.114 0.194 0.128 0.144 0.407 0.501 less than 0.02

0.5 0.018 0.018 1.174 0.002 0.008 0.008 1.103 0.143 less than 0.02
1.0 0.011 0.011 1.145 0.001 0.005 0.005 1.004 0.077 less than 0.02

Table 4. Singularity indicator ﬂ(;r of the adaptive approximate solution.

Example 4.4. We solve the problem

-+ 1)?
PR ) S S
(4.6) 2

o(x,0) = — cos(nx)

with a periodic boundary condition.

00 T T T T T T T T T 00 T T T T T T T T T

~0.2 " ~0.2

0.4 04

—0.6 [-f —0.6 L&
[ 3

~0.8 ~0.8

~1.0 ~1.0

1.2 1.2

714 1 1 1 1 1 1 1 1 1 714 1 1 1 1 1 1 1 1 1
08 —04 0 04 0.8 08 04 0 04 0.8

Figure 5. Solid line: reference, square symbol: WENO-K, plus symbol: AWENO-K. Left:
N =40, § = 1, right: N = 80, § = 0.5.

The solution has the singularity (derivative discontinuity) at ¢t = 3.5/7%. Fig. 5
shows the numerical results by WENO-K and AWENO-K at t = 3.5/ (11 = 1,

677



vy = v3 = 0.001, CFL = 0.02). The reference solution is obtained by WENO-JP on
the mesh with N = 3200. Both the schemes also approximate the solution exactly
and the numerical results agree with each other. Table 5 shows the values of the
singularity indicator 63’ of the approximate solution by AWENO-K in comparison
with the reference solution at t = 3.5/7% (N = 80).

Points
) —-0.700 —-0.675 —0.650 —0.625 Else points
0.1 0.020 0.480 1.928 0.009 less than 0.003
0.5 0.002 0.042 1.124 0.009 less than 0.003
1.0 0.002 0.010 1.271 0.006 less than 0.003

Reference  0.0026 0.0026 1.2386 0.0026  less than 0.003

Table 5. Singularity indicator 3 (¢ = 3.5/ 72).

As Table 5 shows, the values of the singularity indicator have obvious differences
in the neighborhood of the singular point.

Example 4.5. We solve the one-dimensional Riemann problem

an {sat+%(soi—1)(soi—4)=07 -l<z <1,

o(x,0) = —2|x|.

Fig. 6 shows the results by WENO-K and AWENO-Katt=1 (v =1, va =v3 =
0.001, CFL = 0.04). The WENO scheme fails to converge for the problem (4.7).
Especially, the results by the WENO scheme are unstable with regard to the selection
of N. Meanwhile, AWENO-K converges irrespectively of the selection of N. The
reference solution is obtained by the first-order monotone scheme on the mesh with
N =500 cells.

00 T T T T T T T T T
~05 Lo e |
—12} §
~1.0
—14 b §
~15
_16 - -
-2.0 ~18 | -
_2.5 1 1 1 1 1 1 1 1 1 _2.0 1 1 1 1 1 1 1 1 1
08 04 0 04 08 08 04 0 04 08

Figure 6. Numerical results for (4.7) (N = 81). Left: WENO-K, right: solid line-reference,
dotted line: AWENO-K (6 = 1).
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Example 4.6. We solve the 1D nonconvex problem with the Hamiltonian and

the initial function defined by

1, v<-04,
sin(br(v +0.3))+2, —-04<v<O0,
ws) = ) N
—sin(5n(v —0.1)), 0< v <04,
1, v>04,
- —3, xz< -3,
z+3, —-3<z<-2
(49)  ¢(z,0) = ¢(x,0) = p(-2,0), z>0.
—r—1, =-2<z<-1,
20+ 2, —-1<z<0,
20 T T T T T T T T T 20 T T T T T T T T T
o
15 — reference oo 15 — reference
: - - AWENO-K ¢ : - -AWENO-K °
o WENO-K { '} 4 o WENO-K °°
1.0 | F4 10
0.5 - $§ 4 05
0.0 3)53 3)00 Oéy %5 4 0.0
705 1 1 1 1 1 1 1 1 1 705
-5-4-3-2-1 0 1 2 3 4 5 -5-4-3-2-1 0 1 2 3 4 5
Figure 7. Performances of WENO-K and AWENO-K for Example 4.6. Left: ¢ = 0.2, right:
t=0.5.
18 T T T T T T T T T 09 L T T T T T T T T T I_
16 0.8
14 0.7
1.2 0.6
1.0 05
0.8 0.4
0.6 0.3
0-4 0.2
0.2 ( 01
0.0
-5-4-3-2-1 0 1 2 3 4 5 —-2.0 -1.0 0 1.0 2.0

Figure 8. The performance of AWENO-K for Example 4.6 at ¢t = 0.4. 1: reference, 2:
N =80, 3: N =160, 4: N = 320.

Fig. 7 shows the numerical results by WENO-K and AWENO-K with the mesh
N =300 at t = 0.2,0.5 (11 =1, v = v3 = 0.001, CFL = 0.02, § = 0.01). More-
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over, Fig. 8 shows the performance of AWENO-K according to the different space
partitions at ¢ = 0.4. The reference solution is obtained by the Godunov mono-

tone scheme with N = 3000 cells. The numerical results verify the convergence of
AWENO-K.

Example 4.7. We solve the 2D nonconvex Riemann problem
{@t"_Sln(SOJE_’_SOy):Oa (l‘ay) € [_171] X [_171]7
o(x,y,0) = n(ly| = |z]).

Fig. 9 shows the performance of AWENO-K for (4.10) at t =1 (1n = 1, 1 =
v3 = 0.001, N = 80, CFL = 0.1, § = 0.5). The reference solution is obtained by the
Godunov monotone scheme with N = 320 cells. The contour lines shown in Fig. 9

(4.10)

are comparable with each other.

SN\ BN\

0.6 0.6

0.4 0.4

0.2 0.2

0 0

—0.2 B 4 02 P f
—0.4 —0.4

—0.6 —0.6

—0.8 F - —0.8 F -
—-1.0 —0.5 0 0.5 . 1.0 —-1.0 —0.5 0 0.5 . 1.0

Figure 9. Comparison of contour lines. Left: reference, right: AWENO-K.

Example 4.8. Consider the 2D nonconvex problem
(4.11) @ +sin(py) +sin(py) =0, (z,y) € (—2,2) x (—2,2), t>0,
with the radially symmetric initial condition

(412) w(xayvo) = QDO(T), = 2 + y2,

w(14r — 13) 1
7) /r‘ < _)
4 2
14r — 13 1
wo(r) = % + 2sin(107r), 3 <r <1,
%r, r>1,

and the homogeneous Neumann boundary condition for ¢, and ¢,

{ S%;c(—vaa t) = SOJC:E(27y) t) =0 Vy € [_27 2]7 t> Oa

(4.13)
Oyy(z, —2,t) = pyy(x,2,t) =0 Vze[-2,2], t>0.
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Figure 10. Numerical results for (4.11)—(4.13). Top: reference, middle: WENO-K, bottom:

AWENO-K. Left: N = 80, right: N = 81.

Fig. 10 shows the numerical results by WENO-K and AWENO-K for the equation
(4.11)-(4.13) at t = 2 (1, = 1, v, = vg = 0.001, CFL = 0.01, § = 0.1). The
reference solution is obtained by the Godunov monotone scheme on the mesh with

N = 200 cells. As one can see through the contour lines presented in Fig. 10, the

numerical results on meshes with N = 80 and N = 81 cells exhibit the instability
of WENO-K and the numerical solution computed by the pure WENO-K scheme
fails to converge to the solution of the problem (4.11)-(4.13). On the other hand,
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as compared with the reference solution, we can verify that the numerical solution
by AWENO-K converges toward that we believe to be the viscosity solution of the
problem (4.11)—(4.13).

Example 4.9. We solve the 2D nonconvex problem
(4.14) o +sin(py) + ¢, /4=0, (x,9) € (-2,2) x (=2,2), t>0,

with the initial and boundary conditions (4.12) and (4.13).

2.0
Y
1.0

TLIARRMAN
ALARARARARVRARASSS:
LTSS

0.0

-1.0

~1.0 —-1.0

-2.0 —2.0

-2.0 -1.0 0.0 1.0 " 2.0 -2.0 -1.0 0.0 1.0 " 2.0

Figure 11. Numerical results for (4.14). Top: reference, middle: WENO-K, bottom:
AWENO-K. Left: N = 80, right: N = 81.
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Fig. 11 shows contour lines of numerical solutions computed by both WENO-K
and AWENO-K for (4.14) at t =2 (v; = 1, v, = v3 = 0.001, CFL = 0.01, § = 0.1).
The reference solution is obtained by the Godunov monotone scheme with N = 320
cells. The numerical results with N = 80 and N = 81 cells again show the instability
of WENO-K as in Example 4.8 and at the same time, we can know that the numerical
solution by pure WENO-K fails to converge to the solution of the problem (4.14).
As we know in comparison with the reference solution, the numerical solution by
AWENO-K converges toward the exact solution of the problem (4.14).

5. CONCLUSIONS

In this paper, we have developed WENO schemes of Zhu and Qiu [26] for Hamilton-
Jacobi equations by introducing new clear concise nonlinear weights and improving
their convex combination. Furthermore, an algorithm of constructing a convergent
adaptive WENO scheme has been proposed by applying the simple adaptive step
on the proposed WENO scheme, which is based on the introduction of a new sin-
gularity indicator. Through detailed numerical experiments on extensive problems
including nonconvex ones, the convergence and effectiveness of the adaptive WENO
scheme have been demonstrated. Construction of the adaptive WENO scheme on
unstructured meshes is the theme of our future study.
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