
ApplMath 2013

István Faragó
Convergence and stability constant of the theta-method

In: Jan Brandts and Sergej Korotov and Michal Křížek and Jakub Šístek and Tomáš Vejchodský (eds.): Applications
of Mathematics 2013, In honor of the 70th birthday of Karel Segeth, Proceedings. Prague, May 15-17, 2013.
Institute of Mathematics AS CR, Prague, 2013. pp. 42–51.

Persistent URL: http://dml.cz/dmlcz/702930

Terms of use:
© Institute of Mathematics AS CR, 2013

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents strictly for
personal use. Each copy of any part of this document must contain these Terms of use.

This document has been digitized, optimized for electronic delivery and stamped with
digital signature within the project DML-CZ: The Czech Digital Mathematics Library
http://dml.cz

http://dml.cz/dmlcz/702930
http://dml.cz


Conference Applications of Mathematics 2013

in honor of the 70th birthday of Karel Segeth.

Jan Brandts, Sergey Korotov, Michal Kř́ıžek,
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Abstract

The Euler methods are the most popular, simplest and widely used methods for the
solution of the Cauchy problem for the first order ODE. The simplest and usual gener-
alization of these methods are the so called theta-methods (notated also as θ-methods),
which are, in fact, the convex linear combination of the two basic variants of the Eu-
ler methods, namely of the explicit Euler method (EEM) and of the implicit Euler
method (IEM). This family of the methods is well-known and it is introduced almost
in any arbitrary textbook of the numerical analysis, and their consistency is given.
However, in its qualitative investigation the convergence is proven for the EEM, only,
almost everywhere. At the same time, for the rest of the methods it is usually missed
(e.g., [1, 2, 7, 8]). While the consistency is investigated, the stability (and hence, the
convergence) property is usually shown as a consequence of some more general theory.
In this communication we will present an easy and elementary prove for the conver-
gence of the general methods for the scalar ODE problem. This proof is direct and it
is available for the non-specialists, too.

1. Motivation and basic of the theta-method

Many different problems (physical, chemical, etc.) can be described by the initial-
value problem for first order ordinary differential equation (ODE) of the form

du

dt
= f(t, u), t ∈ (0, T ), (1)

u(0) = u0. (2)

We note that, using the semidiscretization, the time-dependent partial differential
equations also lead to the problem (1)–(2). Hence, the solution of such problem plays
a crucial role in mathematical modelling. (For simplicity, in sequel we consider only
the scalar problem, i.e., when f : IR2 → IR.) We know that under the global Lipshitz
condition, i.e., in case

|f(t, s1)− f(t, s2)| ≤ L|s1 − s2| for all (t, s1), (t, s2) ∈ dom(f) (3)

with the Lipschitz constant L > 0, the problem (1)–(2) has unique solution on the
entire domain dom(f).
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Since we have no hope of solving the vast majority of differential equations in
explicit, analytic form, the design of suitable numerical algorithms for accurately ap-
proximating solutions is essential. The ubiquity of differential equations throughout
mathematics and its applications has driven the tremendous research effort devoted
to numerical solution schemes, some dating back to the beginnings of the calculus.
Therefore, we apply some numerical method. Hence, the numerical integration of
the problem (1)–(2) – under the condition (3) – is one of the most typical tasks in
the numerical modelling of real-life problems.

Our aim is to define some numerical solution at some fixed point t⋆ ∈ (0, T ) to
the Cauchy problem (1)–(2). Therefore, we construct the sequence of the uniform
meshes with the mesh-size h = t⋆/N of the form

ωh = {tn = n · h, n = 0, 1, . . . , N},

and our aim is to define at the mesh-point t⋆ = tN a suitable approximation yN on
each fixed mesh.

This requires to give the rule how to define the mesh-function yh : ωh → IR.
The most popular, simplest and widely used method are the so-called single step
(one-step) schemes, particularly, the theta-method, which is frequently notated as
θ-method. Using the notation yh(tn) = yn, the θ-method is defined as

yn = yn−1 + h (θf(tn, yn) + (1− θ)f(tn−1, yn−1)) , n = 1, . . . , N, (4)

y0 = u0.

Here θ ∈ [0, 1] is a fixed parameter, and, it is for θ = 0 explicit, otherwise implicit
method. The θ-method is considered here as basic method since it represents the
most simple Runge-Kutta method (and also linear multistep method). For stiff
systems the cases θ = 0.5 trapezoidal rule and θ = 1 implicit (backward) Euler
are of practical interest, for non-stiff systems we can also consider θ = 0 explicit
(forward) Euler.

In mathematics and computational science, these methods are most basic method
for numerical integration of ordinary differential equations and they are the simplest
Runge-Kutta methods.

Let us define the local truncation error for the θ-method, under the assumption
that f (and hence, the solution u(t)) is sufficiently smooth.

As it is known, the local truncation error ln(h) for the θ-method can be defined
as

ln(h) = u(tn)− u(tn−1)− hθf(tn, u(tn))− h(1− θ)f(tn−1, u(tn−1)), (5)

where u(t) stands for the solution of the problem (1)–(2). Therefore, we have the
relation

ln(h) = u(tn)− u(tn−1)− hθu′(tn)− h(1− θ)u′(tn−1). (6)

Hence, by expanding u(tn) = u(tn−1 + h) and u′(tn) = u′(tn−1 + h) into the Taylor
series around the point t = tn−1, we get for the local approximation error the relation

ln(h) = (1/2− θ)h2u′′(tn−1) + (1/6− θ/2)h3u′′′(tn−1) +O(h4). (7)
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The order of a numerical method is defined by the local truncation error: when
ln(h) = O(hp+1) then the method is called consistent of order p. This means that
for both Euler methods (θ = 0 and θ = 1) the order of consistency is equal to one,
while for the trapezoidal rule (θ = 0.5) the order of consistency is equal to two.

However, as it is well-known, the consistency itself does not guarantee the con-
vergence of a numerical method, the stability is also required.

Roughly speaking, the consistency is the characterization of the local (trunca-
tion) error of the method, which is the error committed by one step of the method.
(That is, it is the difference between the result given by the method, assuming that
no error was made in earlier steps and hence having the exact solution.) On the
other hand, the stability guarantees that the numerical method produces a bounded
solution whenever the solution of the exact differential equation is bounded, in other
words, the local truncation errors are damped out. The convergence means that the
numerical solution approximates the solution of the original problem, i.e., a numeri-
cal method is said to be convergent if the numerical solution converges to the exact
solution as the step size of mesh h tends to zero.

Although the consistency analysis of the θ-method is introduced almost in any
arbitrary textbook of the numerical analysis, typically the stability (and hence, the
convergence) is shown directly for the explicit method, only.

Our aim is to give an easy and elementary prove for the convergence of the
general θ-method, i.e., we consider the implicit methods. The proof is direct and
it is available for the non-specialists, too. Moreover, we give the expression for the
stability constant of the θ-method.

This paper extends the results of the paper [4] in two directions: we prove the con-
vergence of any implicit θ-method, and we also give sharp estimate for the stability
constant, improving the result obtained in paper [4].

The paper is organized as follows. In Section 2, for sake of completeness, we
formulate the basic results for the explicit Euler method, proving its convergence
and stability constant. Section 3 contains the simple and compact proof of the
convergence of the θ-method, and we define the order of its convergence, too. Finally,
we finish the paper with giving some remarks and conclusions.

2. Convergence and the stability constant of the explicit Euler method

In this section we use a sequence of meshes ωh and we define the numerical solution
at some fixed point t⋆ ∈ (0, T ) to the Cauchy problem (1)–(2) for the θ-method with
θ = 0, i.e., by using the scheme

yn = yn−1 + hf(tn−1, yn−1), n = 1, 2, . . . , N, (8)

y0 = u0

with Nh = t⋆.

The following statement will be used several times within the paper.
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Lemma 2.1 Let a ≥ 1, b ≥ 0, and sn be such numbers that the inequalities

|sn| ≤ a|sn−1|+ b, n = 1, 2, . . . (9)

hold. Then the estimate

|sn| ≤ an
(

|s0|+ n
b

a

)

, n = 0, 1, 2, . . . (10)

is valid.

Proof. By using induction, we can readily verify the statement. Indeed, for
n = 0 (10) is clearly valid. Now, under the assumption that (10) holds for n − 1,
from (9) we have

|sn| ≤ a

[

an−1

(

|s0|+ (n− 1)
b

a

)]

+ b

= an
(

|s0|+ n
b

a

)

−an−1b+ b
︸ ︷︷ ︸

≤0

≤ an
(

|s0|+ n
b

a

)

, (11)

which yields the statement. 2

For the EEM the local truncation error at the mesh-point t = tn can be written
as

ln(h) = u(tn)− u(tn−1)− hu′(tn−1) =
h2

2
u′′(ϑEEM

n ), (12)

where ϑEEM
n ∈ (tn−1, tn) is a given value. Hence, setting M2 = max[0,t⋆] |u

′′|, we get

ln(h) ≤ l(h) := M2
h2

2
. (13)

Let us consider the EEM defined by the one-step recursion (8). Due to (12), we
have

u(tn) = u(tn−1) + hf(tn−1, u(tn−1)) + ln(h). (14)

Hence, for the global error en = u(tn) − yn at the mesh-point t = tn we get the
recursion in the form

en = en−1 + h (f(tn−1, u(tn−1))− f(tn−1, yn−1)) + ln(h). (15)

Hence, using the Lipschitz property (3) and (13), we obtain

|en| ≤ |en−1|+ hL|en−1|+ l(h) = (1 + Lh)|en−1|+ l(h), (16)

for any n = 1, 2, . . . , N . Then, by choosing a = 1 + Lh and b = l(h), and using the
inequality 1 + x ≤ exp(x) for x ≥ 0, Lemma 2.1 implies the estimate

|en| ≤ [exp(hL)]n
[

|e0|+
nl(h)

1 + Lh

]

≤ [exp(hL)]n [|e0|+ nl(h)] . (17)
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Since nh = tn ≤ t⋆, the following relations obviously hold for any n = 1, 2, . . . , N :

[exp(hL)]n = exp(Lhn) = exp(Ltn) ≤ exp(Lt⋆),

nl(h) = nM2
h2

2
=

M2tn
2

h ≤
M2t

⋆

2
h.

Because e0 = 0, the relation (17) results in the estimate

|en| ≤ CEEM · h, (18)

for all n = 1, 2, . . . , N with CEEM = exp(Lt⋆)
M2t

⋆

2
. Putting n = N into (18), we get

|eN | ≤ CEEM · h. (19)

This proves the first order convergence of the EEM with the stability constant CEEM .

3. Convergence of the implicit theta methods

The convergence of the implicit θ-method (i.e., for θ ∈ (0, 1]) cannot be proven
directly as it was done previously. The main reason is that from the corresponding
error recursion the inequality (9) cannot be obtained directly, due to the implicitness
with respect to en. The usual way of proving the convergence of the θ-method is

to show the zero-stability, by using its first characteristic polynomial. (The proof is
complicated, and it can be found in [6, 10].)

In the sequel, using Lemma 2.1, we give an elementary proof of the convergence.

To this aim, we first give a uniform estimate for the local approximation error,
which, by (6), has the form

ln(h) = u(tn)− u(tn−1)− (1− θ)hu′(tn−1)− θu′(tn)

= θ (u(tn)− u(tn−1)− hu′(tn)) + (1− θ) (u(tn)− u(tn−1)− hu′(tn−1)) . (20)

The Taylor polynomial with Lagrange remainder gives

u(tn−1) = u(tn)− hu′(tn) +
h2

2
u′′(tn)−

h3

6
u′′′(ϑ1

n),

u(tn) = u(tn−1) + hu′(tn−1) +
h2

2
u′′(tn−1) +

h3

6
u′′′(ϑ2

n).

(21)

Using the relation u′′(tn) = u′′(tn−1)+hu′′′(ϑ3
n) (where ϑ

i
n ∈ (tn−1, tn) for i = 1, 2, 3),

substitution (21) into (20) results in the equality

ln(h) =
h2

2
(1− 2θ)u′′(tn−1) +

h3

6

(
−3θu′′′(ϑ3

n) + θu′′′(ϑ1
n) + (1− θ)u′′′(ϑ2

n)
)
. (22)

Hence, using the notation M3 = max[0,t⋆] |u
′′′|, we obtain

|ln(h)| ≤ l(h) = Cθ
2h

2 + Cθ
3h

3, (23)
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where

Cθ
2 =

|1− 2θ|

2
M2, Cθ

3 =
1 + 3θ

6
M3. (24)

We consider the θ-method, which means that the values yn at the mesh-points ωh

are defined by the one-step recursion (4). Rearranging the local truncation error for
θ-method of the form (5), and using the formula (4), for global error en we get the
recursion

en = en−1 + hθ (f(tn, u(tn))− f(tn, yn))

+ h(1− θ) (f(tn−1, u(tn−1))− f(tn−1, yn−1)) + ln(h), n = 1, . . . , N, (25)

with e0 = 0. This equality, by using the Lipschitz continuity, implies the relation

|en| ≤ |en−1|+ θLh|en|+ (1− θ)Lh|en−1|+ |ln(h)|, n = 1, . . . , N. (26)

Using the uniform estimate (23), (26) yields that with the choice

a =
1 + (1− θ)Lh

1− θLh
, b =

l(h)

1− θLh
(27)

the recursion

|en| ≤ a|en−1|+ b, n = 1, 2, . . . , N , (28)

holds for the values

0 < h <
1

θL
. (29)

Due to the obvious relations

a = 1 +
Lh

1− θLh
≥ 1, b ≥ 0, (30)

Lemma 2.1 is applicable to the recursion (28), which results in the validity of the
estimate

|en| ≤ an
(

|e0|+ n
b

a

)

= an
(

|e0|+ tn
l(h)

h

1

1 + (1− θ)Lh

)

≤ an
(

tn
l(h)

h

)

, (31)

for any n = 0, 1, 2, . . . , N and h, satisfying (29).

We give an estimate for an. According to (30), we have

a = 1 +
Lh

1− θLh
= 1 +

1

θ
·

θLh

1− θLh
. (32)

Let ε > 0 be arbitrary fixed number. Then for any x ∈ (0, ε/(1 + ε)) the inequality
x2/(1− x) ≤ εx holds. Therefore, owning to the identity

x

1− x
= x+

x2

1− x
,
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we have the estimate

x

1− x
≤ (1 + ε)x, for any x ∈

(

0,
ε

1 + ε

)

. (33)

Applying (33) to the second term on right-hand side (32), we obtain

a < 1 +
1

θ
· (1 + ε)θLh = 1 + (1 + ε)Lh for any h ∈ (0, h0) , (34)

where
h0 = h0(ε) =

ε

(1 + ε)θL
. (35)

Hence, using again the estimation 1 + s < exp(s) for s > 0, we get

an < exp (L(1 + ε)tn) , h ∈ (0, h0) . (36)

Since for ε > 0 the inequality ε/(1 + ε) < 1 holds, therefore under the condition
h ∈ (0, h0) the requirement (29) is satisfied, too. Hence, based on relations (31), (23)
and (36), we can formulate our results in the following statements.

Theorem 3.1 Let ε > 0 be any fixed number and ωh a mesh with mesh-size h < h0,

where h0 is given in (35). Then for the global error en of the θ-method with θ ∈ (0, 1]
the estimate

|en| ≤ tn
(
Cθ

2h + Cθ
3h

2
)
exp (L(1 + ε)tn) (37)

holds for any n = 1, 2, . . . , N , with the constants Cθ
2 and Cθ

3 defined in (24).

Let us apply Theorem 3.1 for the value n = N . Then we have the following
statement.

Corollary 3.2 Under the assumptions and notations of the Theorem 3.1, for the

global error eN the estimate

|eN | ≤ t⋆
(
Cθ

2h + Cθ
3h

2
)
exp (L(1 + ε)t⋆) (38)

holds.

The formula (38) gives an estimate for the global error at the mesh-point t⋆ =
tN = Nh of the θ-method with θ ∈ (0, 1] for any fixed h ∈ (0, h0). Moreover,
ε depends on h0, and, due to (35), ε also tends to zero as h0 → 0. Therefore, letting
h0 → 0 on both sides of (38), we get the following statement.

Theorem 3.3 The θ-method with any fixed θ ∈ (0, 1] is convergent at any fixed point

t⋆ ∈ (0, T ). Moreover, it is of the first order for θ 6= 0.5, and of the second order for

θ = 0.5, with the stability constants Cθ
2 t

⋆ exp(Lt⋆) and Cθ
3 t

⋆ exp(Lt⋆), respectively.
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Since for the explicit Euler method we have θ = 0 and C0
2 = CEEM (c.f. formu-

las (15) and (24)), we can summarize our results in the following statement.

Theorem 3.4 For the Cauchy problem (1)–(2) under the Lipschitz condition (3)
the θ-method with any fixed θ ∈ [0, 1] is convergent at any fixed point t⋆ ∈ (0, T ).
The rate of convergence of the method is equal to two for θ = 0.5, otherwise it is of

the first order. The stability constant Cθ of the method is defined as

Cθ =







1 + 3θ

6
M3t

⋆ exp(Lt⋆) for θ = 0.5,

|1− 2θ|

2
M2t

⋆ exp(Lt⋆) for θ 6= 0.5,
(39)

respectively.

4. Concluding remarks

Finally, we give some comments.

♦ The convergence on the interval [0, t⋆] yields the relation

lim
h→0

max
n=1,2,...,N

|en| = 0.

As one can easily see, based on the relations (15) (for the EEM) and (37) (for
the θ-method) the global error |en| at any mesh-point can be bounded by the
expression CEEM · h (for the EEM) and by term, standing on the right-hand
side of (38) (for the IEM). This means that both methods are convergent on
the interval [0, t⋆] with the same order.

♦ In our paper we did not consider roundoff error, which is always present in
computer calculations. At the present time there is no universally accepted
method to analyze roundoff error after a large number of time steps. The three
main methods for analyzing roundoff accumulation are the analytical method,
the probabilistic method and the interval arithmetic method, each of which
has both advantages and disadvantages.

♦ In the implicit θ-method in each step we must solve a -usually non-linear-
equations, namely, the root of the equation. This can be done by using some
iterative method such as direct (function) iteration, Newton method and mod-
ified Newton method.

♦ In this paper we have been concerned with the stability and accuracy properties
of the Euler methods in the asymptotic limit of h → 0 and N → ∞ while N ·h
is fixed. However, it is of practical significance to investigate the performance
of methods in the case of fixed h > 0 and n → ∞. Specifically, we would like
to ensure that when applied to an initial value problem whose solution decays
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to zero as t → ∞, the Euler methods exhibit a similar behavior, for fixed
h > 0 and tn → ∞. This problem is investigated on the famous Dahlquist
scalar test equation, and it requires the so called A-stability property [3]. As
it is known (e.g. in [8]), the θ-method is A-stable (“absolute stable”) for the
values θ ∈ [0.5, 1], otherwise the θ-method is bounded only under some strict
condition for h. The latter makes these methods (including the EEM, too)
unusable for several classes of the problem, like stiff problems.

♦ Why consider the θ-method, i.e., analyze the method with any θ in [0, 1], not
just 0, 0.5 and 1? We can list several reasons.

– The concept of order is based on assumption that error is concentrated on
the leading order of Taylor series expansion (on real computers, h is small,
but finite). As formula (7) shows, the case θ = 1/3 gets rid of O(h3) while
retaining O(h2). Hence, for different types of f(t, u) one can tune θ to
control whether O(h3) and higher order terms or O(h2) and higher order
terms contribute to the overall error when h is finite.

– It may be possible to choose a θ that generates a close-to-optimal or
smaller error. E.g., in [9] it is shown that the optimality criterion

min
θ

max
−∞<z<0

| exp(z)− R(z)|

leads to the value θ ≈ 0.878.

– θ-method is an example of a general approach to designing algorithms in
which geometric intuition is replaced by Taylor series expansion. Invari-
ably the implicit function theorem is also used in the design and analysis
of this scheme.

– The implicit Euler method (the case θ = 1) is very practical: it is a simple
yet robust method for solving stiff ODE’s.

– In some applications, a value such as θ = 0.55 is used as trade-off between
extended stability and second order accuracy.

♦ The qualitative analysis of the θ-method is investigated in several works, mainly,
by its use to the numerical solution of some semidiscretized linear parabolic
problems, (e.g. [5, 11]).
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